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Abstract. Representations and convergence criteria for infinite m-dimensional lattice sums
of generalized hypergeometric functions ,F).; are deduced by appealing to the principle of
mathematical induction. In particular, we show that such a lattice sum may be expressed essentially
as a finite sum of Mellin transforms of products of Bessel functions of order %(m — 2) and the
functions , Fp,1 in the lattice sum. In addition, a direct derivation for the three-dimensional case is
provided. Moreover, we construct a countably infinite class of null-functions on increasingly larger
open intervals which are parametrically independent of the functions , F,; generating them.

1. Introduction

Let g(m) denote the vector whose m components (m > 1) range over all integers (positive,
negative and zero) which are usually called Z. The length of the vector g(m), i.e. the square
root of the sum of the squares of its components, is denoted by ¢g. We shall consider m-
dimensional lattice sums of generalized hypergeometric functions ,F,.1 (p = 0) defined for
x > 0 by

W(a;x) = ) expria- ), Fpal(ay); (bpa); —x°q’] (1.1a)

q(m)

where the components of the constant vector ac(m) are arbitrary real numbers and « - g is the

vector dot product. Clearly, since in equation (1.1a), g may be replaced by —gq, we may also
write
W(a;x) =y cosma-q),Fpul(@y); (bp); —x7q*]. (1.1b)
q(m)
For conciseness in what follows we define
p+l P

A=Y =Y a (12)
k=1 k=1

Ordinary convergence of the series defining W (a; x) will be discussed in section 2, where we
shall also show that W («; x) converges absolutely provided that

Re (a;) > m Re(A) >m+3 (1.3)

where A is given by equation (1.2) and 1 < k£ < p. When p = 0, the penultimate inequality
is superfluous and Re (b;) > m + %

Since specializations of the generalized hypergeometric function , F,,; are proportional
to, for example, trigonometric functions, Bessel functions of the first kind, Lommel, Struve,
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and associated Bessel functions, the m-dimensional Fourier series W («; x) is of a very general
nature. Moreover, lattice sums of the type defined in equations (1.1) appear frequently in the
study of finite-size effects in systems undergoing phase transitions. Thus, a knowledge of their
analytical behaviour in different domains of the variable x is important for understanding the
physical behaviour of the given finite-sized system in various temperature domains. See the
work of Allen and Pathria [1,2] for further details and references.

In [3] we derived closed form representations for W («; x) in the one- and two-dimensional
cases which are given respectively below for x > 0 and real numbers « and 8:

S Flay): (b i —x2t] = YA LW Tlay) = 3)
p*pt+ p/> \Up+l/)> -

Z x T@p) T(bper) = 5)
(@+0)> <2 /7 3 2
5= p); 2:|
X v [ 2 —(@+¥)
; p+1lp 3 (ap); 2

1 T((bps1) TG —a)T((ap)* — ar) (nZ)‘“
+_ R
V7 T(ap) & C((bp+1) — ar) x2

2< 52 /g2
e L+ag = (bpe); 7°

x> (@ +OHP I, F, [ — (o + 6)2]

1 .
3 +ag, I+ar—(ap)*; x

ez
(1.4)
+1
2ri(al+Bn) . e 2002 2 1H£’:1(bk— 1)
;Xzie pFpallay): (bpua)i =2*(€ +n1)) = 5 Pt
(a+0)*+(B+n)><x? /m? 7 _ (b +1); 7_[2
X ZZ:HEXZ: p+1Fp |: 2_(pap); F((O{+£)2+(ﬂ+n)2)j|
+l L((bps1) T —a)T ((ap)* — ax) (ﬂ_2>ak
7 (@) &= Tbp) — ) X2
(ot+£)2+()f3+n)2g)rz/yr2
xY Y (@ P+ (Bm)H!
leZ neZ
L+ap — (bpa); 7°
X pi1 Fp [ a“ 1-:_62‘]( _((al’ )13( %((o{ + E)z +(B+ n)2):| (1.5)
’ P ’

where for conciseness I'((a,)) = I'(a1), ..., I'(a,) and
I'((@p) —ar) =T(a1 —a), ..., T(a—1 — a)T (a1 —ar), ..., T(a, —a;)

both of which reduce to unity when p = 0.

Criteria for absolute convergence of the doubly infinite series in equation (1.4) and the
doubly infinite double series in equation (1.5) are determined by setting respectively m = 1, 2
in the conditional inequalities (1.3). Several authors have deduced various specializations of
equations (1.4) and (1.5) by employing different methods. For further details and references
see [3].

Now defining the vector £(m) = a(m) + q(m), it is easy to see that the one- and two-
dimensional cases given respectively by equations (1.4) and (1.5) may be written in a unified
way as

X

Wiee o) = TG (VYL 2 5)
; C'((ap)) T((bps1) — )
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EZ gxl/nz

m+2 262
2= = (bp); T }
X F 2 p
q%n:) e |: mTﬂ - (ap)§ x?
(L) S o ()
VT ) = L((Dp+1) — ar) x2
£2<x?/m? .
-2 1+a; — (b )’ T E
2y k p+1
X [%n:) (&) 2p+1F[7|: Z_Tm"'ak, 1+a —(ap)*; x2 (1.6)

where for absolute convergence of W(a; x) the conditional inequalities (1.3) hold true.
Furthermore, by using a representation for the Mellin transform of products of Bessel functions
and generalized hypergeometric functions , F,.1 (see [4, equations (4.4), (5.1)]), equation (1.6)
may be written equivalently in the following elegant and useful form:

I S G . ) 242
Waex) =220 3 / r’"—loFl[m’ _EZZZ]PFPH[ (@); —x—z}dtu.?a)
0 ; 1

re 4 2 (bpe1);
where for convergence of the integral when £2 < x? /7>

Re (a) > f(m — 1) Re (A) > im (1.7b)
and when £2 < x?/n?

Re (ax) > f(m — 1) Re (A) > Im+1 (1.7¢)

where A is given by equation (1.2) and 1 < k < p.

Although in section 4 we shall show by induction that equations (1.7) (and therefore
equation (1.6) also) are valid for all dimensions m > 1, we give in section 3 a direct derivation
of equation (1.6) for the three-dimensional case. Not only is this derivation interesting
in its own right, but it should serve to intimate a direct proof in the m-dimensional case.
Assuming therefore that equations (1.6) and (1.7) are valid for m-dimensions, we shall discuss
convergence of the lattice sum W («; x) in the next section.

In equation (1.6) letting p = 0, b; = 1 + v, noting that

oFi[—; 1+v; =221 =T +v)J,(22)/z"

and using equation (1.10) we obtain immediately a representation for m-dimensional
Schlomilch series:

7,2 _m 2\ V E2<a?/n? 2 v—12
Seoona phB0 L EL ()55 ) )
q(m) (xq)' T +v) \x am) T

where (from lemma 1 below) Rev > % — 1if §* < x?/7? or Rev > % if §2 < x?/7%
Essentially this is the same result derived previously by induction in [5, equation (2.3)], where
the specialized components of the vector a(m) were % When p > 0, equation (1.6) does not
appear suitable for induction because its second right-hand term causes seemingly intractable
problems. However, as we shall see in section 4 the equivalent form equation (1.7a) is amenable
to the inductive method used previously in [5] to obtain equation (1.8). Furthermore, in [5]
we showed how the particular case of equation (1.8) with a(m) = (%, %, R %) yields a
countably infinite number of representations for null-functions on increasingly larger open
intervals 0 < x < . Thus in section 5 we shall also be able to discuss null-functions in the

more general settings of equations (1.6) and (1.7).
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2. Convergence of the sum W (a; )

We shall need the asymptotic result (see [4, equation (2.2a)]) for the generalized
hypergeometric function

£ 1\* 1
pr+1[(ap); (bp+l); _12] = { ; Ak<2_2> + Ap+1 <Z_2>

e o0

where |z] — oo, |argz| < %n, the A; (1 < k < p + 1) are constants dependent on the
parameters of the generalized hypergeometric function, and

n=1A-1 (2.1b)

where A is given by equation (1.2).

Now setting z = xg(m) in equation (2.1a), multiplying both sides of the latter by
exp(2ria(m) - g(m)), and for some sufficiently large integer N > O summing the result
over g > N, we have for x > 0

> exp@mia - q), Fpal(ap); (bp): —¢*x’]
g>N

n

_ { i Ay exp2ria - q) . 1A (e_i“’ Z exp[2i(ma - g+ gx)]

i e N C L 2 x% = (g*)"
o N eXpl2i(Ta - g —gx)] 1
> @) )} [1 o (ﬁﬂ @20

where w = 7 — O(1/x) and n is given by equation (2.1b).

Since a(m) is a constant vector whose m components are arbitrary real numbers, we see
without loss of generality that the convergence of W («; x) is determined by the convergence
of the three g-summations in equation (2.2a). Clearly the third sum need not be considered
separately so for conciseness, we name the first and second g-summations on the right-hand
side of equation (2.2a) S and T respectively, where in the sum T values of x # 0O are real.
Obviously, necessary conditions that S and 7' converge respectively are

Re (a;) > 0(1 <k < p) Re (A) > 4 (2.2b)

the latter of which follows from equation (2.1b), since Re () > 0.

When m < 2, the inequalities Re (@) > 0 (1 < k < p) guarantee the ordinary
convergence of S provided that the components of a(2) are not members of Z (see [3,
section 2]). Thus, it is reasonable to conjecture that generally in the m-dimensional case,
the latter inequalities insure the ordinary convergence of S provided that the components of
a(m) are not integers. Furthermore, both S and T converge absolutely respectively provided
that

Re (@) > sm(1 <k < p) Re(A) > m + 3 (2.2¢)

(see [7, p 52]), the latter of which follows from equation (2.1b), since Re () > %m Thus, for
m > 1 when one of the components of cx(m) is an integer, we shall require that Re (a;) > %m
(1 < k < p) for convergence of the sum S.

Since, even in the two-dimensional case, the ordinary convergence of 7' (and thus W (a; x)
also) is problematic (see [3, section 2] for further details and references), we shall follow
the procedure employed in [3] by gleaning additional information (albeit heuristic in nature)
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from the representation for W(a; x) given by equations (1.7). Thus, we conclude that
necessary conditions for the ordinary convergence of W («; x) are that either of the conditional
inequalities (1.7b) or (1.7¢) hold true. For dimensions m > 1, the latter conditional inequalities
are stronger than the inequalities (2.2b). Moreover, when m > 1 for absolute convergence
of W(a; x), since the inequalities (2.2¢) are stronger than either of the inequalities (1.7b) or
(1.7¢), we shall require the former.

We now summarize in the following conjecture the latter remarks; note that in all cases
we have used the strongest applicable inequalities.

Conjectural lemma 1. For m > 1 and x > 0, the sum W(a(m); x) converges under
the conditions of each of the following four cases where 1 < k < p and A is given by
equation (1.2):

(i) If none of the components of a(m) is an integer and £* < x* /7>, then
Re (ar) > $(m — 1) Re (A) > 1m.
(ii) If one of the components of o(m) is an integer and &> < x* /2, then
Re (ay) > %m Re (A) > %m
(iii) If none of the components of a(m) is an integer and £* < x*/m?, then
Re (a;) > $(m — 1) Re (A) > im+1.
(iv) If one of the components of au(m) is an integer and > < x* /2, then
Re (a;) > lm Re (A) > lm + 1.
Furthermore, form > 1 and x > 0, the sum W (a(m); x) converges absolutely provided that
Re (a;) > Em Re (A) > m+§.
It should be emphasized that although lemma 1 is in part heuristic and based implicitly

on the formal method used to obtain W («; x) in section 4, it is wholly true and provable for
m = 1 (see [3, lemma 1]); and for m = 2 coincides with [3, lemma 2].

3. The three-dimensional case

In the three-dimensional case letting a(3) = (o, B,v), q(3) = (£, m,n) we write

equation (1.1a) as

W(a@ysx) = Y e Fol(a)); (bpa); —( +m® +n7)x%] (€AY
l,m,neZ

where x > 0. Note that here the second (dummy) summation index m should not be confused
with the dimension m = 3 of the sum W; and « is just the first component of «(3) and not the
length of the vector.

We shall employ a form of the three-dimensional Poisson summation formula to obtain a
closed-form representation for W(«(3); x). To this end we shall have to evaluate the three-
dimensional Fourier transform F of the generalized hypergeometric function ,F/ er1[—uz],
where u = t(x, y,2),t > O:

FloFparl(ay): (bpar); —2(3 4 2+ 22)]) = / / / it iy oz
Fpuil(ay); (bpr); —t*(x* + y* + 7)1 dx dydz

2
/ f / 1,0 sin ¢ (& cos 6+n sin 0) 1pwcos¢

X p Fpe1l(@p); (bpe1); =170 1p? sin g dp d6 dop (32)
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which results from the spherical coordinate transformation
X = psin¢ cosb
y = psin¢siné
7= pcos¢

where 0 < ¢ <7,0< 60 <2m,and p > 0.
Since

2
/ bd eip sin ¢ (€ cos 6+1 sin 0) do = 27‘[.]0 <p sin¢ /52 + nZ)
0

equation (3.2) reduces to

FlpFpl(ay); (bp); —t*(x* +y* + 2]} =27 / 0% p Fpiil(ap); (bpsr); —t*p?]
0

X /ﬂ sin ¢ cos(wp cos @) Jo (p sin p/E2 + 172) dedp. (3.3)
0

Now making the transformation x = sin ¢ in the latter inner integral, We may use the tabulated
result in [6, vol 2, section 2.12.21, equation (6)] orset u = 0, a = a),o, b= \/52 +7n?%in
equation (4.1) below to obtain

. J 1 2 2 d =
/0 sin ¢ cos(wp cos ¢) o(PSln¢ § +’7) ¢ oVEL+ 2 + 2

which when combined with the right-hand side of equation (3.3) gives for the three-dimensional
Fourier transform F of , Fy41[(a,); (bps1); —12(x? + y? + z%)] the result

4 - 1 2 2 2 2 2
\/ﬁ A £ SIn (,0 {.: +nc+w )PFP*‘I[(ap); (bp+1); —t°p ]dp
n [

The latter infinite integral is seen to be a specialization of the Mellin transform of products
of Bessel functions and generalized hypergeometric functions which has been used previously
in connection with equation (1.7a). Thus, again employing [4, equations (4.4)] we see that for
t>0

FlpFpul@p); bpr); =22+ 2+ =0 4 <&2+9*+0’ (3.4a)
and
FlpFpal(@p); (bper); —12(x* + 3> + 2]}
_ T(bpw) ( TW@y) —3) 2 S (bpa); E24+1 +
~ T((a) (F((bw) -3 "”F"[ 3= (@) 4—z2}

872 i ——ak)r«a,,)*—ak)<52+n2+w2>ak
(§2+n +w?)3? L ((bp+1) — ar) 42

Xp+1Fp[ a— 1 11++aakk _(?55) Earvor +th2+ sz 42 > 2+ + o’
(3.4b)
where for convergence of the Fourier transform
Re (a) > 3 Re (A) > 3 (3.4¢)

where A is given by equation (1.2) and 1 < k < p.
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Inversion of the Fourier transform given by equations (3.4a) and (3.4b) yields the following
integral representation for , Fp.i[—1%(x* + y* + z%)]:

pr+l[(ap); (bp+l); _t2(x2 +y2 +Zz)]

e T
@2n)* T((ap) \T((bps) —3) 1 0

5 2 2 2
3= (bpn); §2 47 +w}
X o1 Fp| 2 P 2 |dédndw
p+l1 P[ % _ (ap); 442
+8n%ir(%—ak)r((a,,>*—ak> "
= T((bps) — @) 412
x /// e—ixée—iyne—izw(%.Z+n2+w2)ak—%
Q1)
L+ag — (bp); §2 4177+
F —_— .
o ”[ a =3 L+ag— (@) 42 45 dideo G-

where ¢ > 0, the inequalities (3.4c) hold true, and the sphere of integration €2(¢) is given by
E2+n? + w® < 412
Next, in equation (3.5) replacing the triple x, y, z respectively by £, m, n, setting t = x,
and inserting the result into equation (3.1) gives for x > 0
I 7 D((bpn)) T(@y) = 3)
2r)* x3 T((@p)) T((bpw1) — 2)

> el@ra—£)t el@Tp—mm i@y —on
119> Y Y

W(a(3); x) =

x) ez meZ nez
5 2 2 2
5= (bpn); "+ 4w :|
X1 Fp| 2 P 2 |dfdndw
p+l p[ %—(ap); 4x2
878 Tpn) ¢~ TG =)l ((@)" ) ( 1 )
(2n)3 T((ap) = L((Dp+1) — ar) 4x?
x /// Zei(Zna—g)K Z ei(Znﬂ—r])m Z ei(Zny—w)n (52 + n2 + wZ)ak—%
Q(x) LeZ meZ neZ
L+ag — (bpa); §2+0° +0°
Xp+1Fp|:ak_%’1+ak_(ap)*; T d%‘dr}da) (36)

where the order of summations and integrations have been interchanged in both terms.
Now for real p noting that

D et =2m > s(u — 2mk)

keZ keZ
(see [8, p 189, equation (17)]), where § is the delta function (or functional), upon replacing i
respectively by 2ra — &, 278 — n, 2y — w we see that equation (3.6) yields for x > 0
73 D((bpe) T(@p) = 3)
x3 T((@p) T((hps1) —3)

S (bp); E24P+?
2 P
> ///mx)"“F"[ S (ap);  4x? }

t,m,neZ

X8 — & — 2082 p — 1 — 27m)8 2y — w — 27n) dé dn dw

W(a(3); x) =
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+87° I'((bp+1) i r % —a)l'((ap)" — ar) (L)ak
I'((ap)) ¢ C((bps1) — ar) 4x2

/// E 4’ + o)
t,m,neZ 2(x)

Trac— (bpa); £+’ +0?
XPHFP[ ar — 5, 1L +ap — (ap)*; T]
x§Qma — & — 2716)8(271,3 —n—=2mm)6QRry —w —2nxn)dédndw (3.7)
where again we have interchanged the order of summations and integrations in both terms.
Finally, on performing the required formal term-by-term integrations with regard to the
distributional properties of the delta function we deduce for x > 0 and real numbers «, 8, y

Z eZni(aZ+ﬂm+yn)pr+l [(ap)’ (bp+]); _x2(€2 +m2 +n2)]

tm,neZ
B 7_[_% F((bp+1)) F((ap) _ %) (cz+l)2+(/3+m)2+()/+n)2gxz/ﬂ2
)C3 F((Clp)) F((bl""l) - 2) l,m,neZ
b 72
,,+1F,,[ O (@ 0 B em (e )]
ap
+L F((bp+1)) Z L3 —a)l (ap)* — ax) <n_2)“"
7z T@y) o L((bp+1) — ar) x?
(0+0)>+(B+m)>+(y+n)> <2/ \
X > (@+ 02+ (B+m)*+(y +n)H)% 2
t,m,neZ
1+ak (bp1); 72 5 5
F
X pr p[ Lt Gy @O EEm )
(3.8)
where convergence may be determined from lemma 1 for dimension m = 3. Thus, it

is easy to see that we have verified equation (1.6) in the three-dimensional case where
£2(3) = (a +£)* + (B +m)? + (y +n). In the next section we shall show by induction
that equations (1.6) and (1.7) are in fact valid for all dimensions m > 1.

4. The inductive formal proof

In what follows we shall need to utilize

/2 . .
/ sin?**! ¢ o Fy |: o —azcosqu] oFi |: =P sin2¢] d¢
0 33 I+ p;
L+ pw) -, 2 2
fr<3+u) [;w (a +b>} @.1)
where Re > —1. This well known result (cf [6, vol 2, section 2.12.21, equation (5)]) is easily
derived by writing each o F} as a hypergeometric sum, noting that the term-by-term integrations
are proportional to beta functions, and then essentially employing the binomial theorem.
We shall also employ the addition theorem for generalized hypergeometric functions (see
e.g. [6, vol 3, section 6.8.1, equation (19)])

pFyl(@y); (by); x +y] = ZEE‘;”ii —oFul@) 0 ) eyl (@2)
n=0
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(which essentially is a consequence of the binomial theorem) where for conciseness

((ap))n = (al)n(aZ)n: e (ap)n

which reduces to unity when p = 0.

It is our intention to show that equation (1.7a) holds true for all dimensions m > 1.
Certainly, it holds true for m = 1 as we have stated in section 1. Therefore, assuming
equation (1.7a) is valid for an arbitrary integer m, if we can show that it is valid for m + 1,
then by the principle of mathematical induction it is true for all positive integers m. To this
end recall that W (a(m); x) is defined by equation (1.1a):

W(a(m); x) = Y expQmia(m) - q(m)), Fpal(ay); (bper); —x*q>(m)].
q(m)
For conciseness letting S(m) = W (a(m); x) we then have
Sm+1) =Y e ¥ " expQric - q)pFpuil(ap); (bpi1); —x7q* — x*¢7] (4.3)
ez q(m)

where o is an arbitrary £th component of the vector ae(m + 1), the index £ is the £th component
of g(m + 1), and on the right-hand side of equation (4.3) it is understood that a« = a(m),
g = g(m). Now employing the addition theorem for generalized hypergeometric functions
given by equation (4.2), we see that equation (4.3) yields

e S (@), (—x2)
S 1) = 2micgl 14
n+ D kzze ;«bm]))n n!

. (ap) +n;
X Zexp(Zma @) pFpi1 [ ® ’]’) i xzqz] 4.4)
q(m) p¥ ’

where the order of the second and third summations have been interchanged.

Since obviously the gq(m)-summation in equation (4.4) is m-dimensional, it may be
evaluated by using the induction hypothesis given by equation (1.7a) with (a,) replaced by
(ap) +n and (b,41) replaced by (b.1) + n. Thus we have

m

_2m> il v~ (@) S

£2<x? /1% poo 2.2
_ — a,)+n; —x°t
x E : M 1 F s 2[2 F ( P s dr
/ ’ 1[ 3 S| (bps1) +n; 72

q(m) 70
4.5)
where £(m) = |a(m) + g(m)|. Now using the elementary identity
(@ +n)e = (@ila+k)n/ (@),
the generalized hypergeometric function , F,.i[—x?#? /7] may be written as
Foo [ (ap) +n; —xztz} _ (Bps1)n (@) ((@p) + k), (=xP1* /7))
L ) +my w2 (@) 4= (Gpei (b)) + K0y k!
which when inserted into equation (4.5) gives
2 _m £2Lx?/n? 00 o0 _ 2l2 2\k
Sm+ly="T—" 3 / et [ ]y S T
. o k . (= 2(2 n
x 3 et 30 ) 00 L), 4.6)

teZ n=0 ((bp+l) +k)}’l n!
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where, in addition to interchanges in the order of integration and £, n-summations, there have
occurred interchanges in the orders of the summations themselves.
Next, observing that the n-summation in equation (4.6) is just

pFpil@y) +k; (bpa) +k; —x*€%]

we may evaluate the one-dimensional £-summation by again using equation (1.7a) now with
m =1, a = oy, (a,) replaced by (a,) + k, and (b,,1) replaced by (b,,.1) + k thus giving

> el Fpal(ap) + ki (bpar) +k: —x*%]
teZ
2 (w+[)2§x2/7r2

o) .
= E / OFl |: ]j - (Ol[ +£)232j| pr+1
T 0 2

teZ

(ap) +k; —x2s?
X[ o) +k; w2 Y .7)

where on the right-hand side we have renamed the one component vector g(1) by again using
the scaler index ¢. Thus equations (4.6) and (4.7) yield

451 E2<x?/? () <x? /7 oo m
S(m + 1) = —m Z Z / tm710F1 I:—; -, —ngz]
F(i) q(m) = 0 2

” L s o (@) (—x* /)t
X/O OFI[ ‘2 (WM)S};(@M)» x

(ap) +k; —x2s?

F
e [ (bps) + k5 2
where there have occurred changes in the order of s-integration and k-summation along with
changes in the order of ¢-integration and ¢-summation.

The k-summation in equation (4.8) is simply ,Fpuil(a,); (bp1); ;—’22(52 + 9]
(cf equation (4.2)) so that the latter result may be written as

)P<x?/m? nco poo

B m
E f / "ok [—; = —5212]
teZ 0 0 2

—x2
xoFi[=: 3: = (o + 05”1 Fpu1 [(ap); (bp+1); 7@2 + r%} dsdr.  (49)

} ds di 4.8)

Ag—a-1 E2<x?/m? (e

I'(3)

S(m+1) =

q(m)

Now making the polar coordinate transformation s = r cos ¢, t = r sin ¢, the double integral
in equation (4.9) becomes

o0 /2
/ " Fpl(ap); (bper); —x2r2/n2]/ sin™ ! ¢
0 0
1
XoF [—; %; —£2r% sin? ¢] oF |:_; E; —(ag + 0)*r2 cos? ¢i| d¢dr.

The latter inner integral is evaluated by using equation (4.1) with u© = %(m —2),a = (g +0)r,
b = &r thus giving
T (%) [*> m+1
%_ mil rmOFl |:_; 2
(%= Jo
where & = £(m).

r

2.2
C—(E2 + (o +£)2)”2:| pFp+i |:(ap); (bp+1); %] ar
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Since S(m + 1) = W(a(m + 1); x), letting £2(m + 1) = £2(m) + (cty + £)> we may then
write equation (4.9) as

W (cu(m + 1); x) 2 EZQZZ/"Z/% F[ — o 2} F [ (ap); —xw]d
o(m + (X)) = — r'"oF) mel, = r | . r
F(mTH) q(m+1) 70 T+1’ per (bPH)’ m?

where & = &(m + 1). Using once again [4, equations (4.4), (5.1)] the latter integral converges
when £2 < x2 /2 provided that

Re () > tm Re(A) > 3(m+1)
and when &2 < x?/n? provided that
Re (ax) > m Re (A) > 1(m +3)

where A is given by equation (1.2) and 1 < k < p. Thus we have reproduced above
equations (1.7) with m replaced by m + 1. This evidently completes the inductive proof of
equations (1.7).

5. Null-functions

Recall that the vector £(m) is defined by
£(m) = a(m) + q(m)

where the m components of () are arbitrary real numbers and the m components of q(m)
are integers in Z. If we let r be a positive integer greater than one, ¢; € Z (1 <i < m), and

set
(11 1
a(m) = <;, PEREES ;) ;.1

qm) = (q1,92, - qm)
then

2 1 2 2 2
%- = ’3[(1"'”]1) +(1+’”¢12) +"'+(1+er) ]
where & = £(m) is the length of £(m).
Now if x is the interval 0 < x < m+/m/r, such that £2 < x2 /2, then we have
A+rg)*+ (L +rg)? +---+ (1 +rgn)?* < m. (5.2)
Furthermore, since none of the components of () given by equation (5.1) is an integer
and £2 < x2/n?, from lemma 1(i) the sum W (a; x) exists provided that for 1 < k < p
Re (ax) > s(m — 1) Re (A) > im (5.3)
where A is given by equation (1.2). However, because the finite sums on the right-hand sides

of either equations (1.6) or (1.7a) are empty (since the inequality (5.2) can never be satisfied), it
is evident that W (a; x) = 0. Thus observing that &> = m/r? we have the following corollary.

Corollary 1. Suppose for positive integer r greater than one that o(m) is given by
equation (5.1). Then
> cos@ra - @)y Fpal(ap): (bpa): —x*¢*1 =0 (5.4)
q(m)
for all x is the open interval (0, ma) provided that the conditional inequalities (5.3) hold true.

Thus for fixed integer r > 1 equation (5.4) provides a countably infinite number
of representations for null-functions on increasingly larger open intervals. Perhaps more
remarkable is the fact that these null-functions W («; x) are parametrically independent of the
choice of generalized hypergeometric functions generating them.
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